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Abstract—In many cases, it is impractical or impossible to make antenna pattern measurements on a conventional far-field range; the distance to the radiating far field may be too long, it may be impractical to move the antenna from its operating environment to an antenna range, or the desired amount of pattern data may require too much time on a far-field range. For these and other reasons, it is often desirable or necessary to determine far-field antenna patterns from measurements made in the radiating near-field region; three basic techniques for accomplishing this have proven to be successful. In the first technique, the aperture phase and amplitude distributions are sampled by a scanning field probe, and then the measured distributions are transformed to the far field. In the second technique, a plane wave that is approximately uniform in amplitude is created by a feed and large reflector in the immediate vicinity of the test antenna. And in the third technique, the test antenna is focused within the radiating near-field region, patterns are measured at the reduced range, and then the antenna is refocused to infinity. Each of these techniques is discussed, and the various advantages and limitations of each technique are presented.

INTRODUCTION

In many cases, it is impractical or impossible to measure antenna patterns1 on a conventional far-field range; the distance to the radiating far field may be too long, it may be impractical to move the antenna from its operating environment to an antenna range, or the desired amount of pattern data may require too much time on a far-field range. For these and other reasons, it is often desirable or necessary to determine far-field antenna patterns from measurements made in the radiating near-field region; three basic techniques for accomplishing this have proven to be successful. After presenting introductory material, each of these techniques will be discussed, and the various advantages and limitations of each technique will be presented.

Field Regions

An antenna is a device for transforming a guided wave in to a wave radiated in space, or vice versa, and the distribution of field strength about an antenna is, in general, a function of both the distance from the antenna and the angular coordinates. Since it is our objective to determine antenna radiation patterns, it is instructive first to consider the nature of the field regions surrounding an antenna.

In the region close to an antenna, the field will include a reactive component as well as a radiating component. The strength of this reactive component, however, decays rapidly with distance from the antenna so that it soon becomes insignificant compared to the strength of the radiating component. That region in space in which the reactive component of the field predominates is called the reactive near-field region, and beyond this region, the radiating field predominates.

That region in which the radiating field predominates is further subdivided into the radiating near-field region and the radiating far-field region. In the radiating near-field region, the angular distribution of radiated energy is dependent on the distance from the antenna; whereas, in the radiating far-field region, the angular distribution of radiated energy is essentially independent of distance from the antenna.

In the radiating near-field region, the relative phases and the relative amplitudes of contributions from various elements of the antenna are functions of the distance from the antenna. To visualize this situation refer to the schematic representation of Fig. 1. For simplicity, assume that the antenna is planar and is located in the x-y plane; the distances to the observation point P from two arbitrary elements of the antenna are represented by \( r_1 \) and \( r_2 \). Notice that as the observation point is moved farther from the origin, in a fixed angular direction, the relative distance to the arbitrary elements \( r_2 \) minus \( r_1 \) changes; this causes the relative phases and amplitudes of contributions from elements 1 and 2 to change with distance from the antenna. By extending this argument to include all contributing elements of the antenna, one sees that the measured radiation pattern of the antenna will depend upon the radius to the observation point.

When the distance to the observation point gets very large, straight lines from any two contributing elements to the observation point \( (r_1, r_2) \), for example, in Fig. 1) are essentially parallel and the ratio \( r_1/r_2 \) is essentially unity. Thus at large distances, the relative phases and amplitudes of con-

---

1 An antenna pattern is a graphical representation of the radiation properties of an antenna as a function of direction. When discussing an antenna, it usually describes its properties as a transmitting antenna. The reciprocity theorem, however, states that the directional pattern of a receiving antenna is identical with its pattern as a transmitting antenna provided it contains no unilateral or nonlinear devices [1].

---

Fig. 1. Schematic representation of a planar antenna aperture in the x-y plane, an observation point P, and distances to the observation point from the origin and two elements of the antenna.
Pattern Measurements

Most aperture antennas are designed to transmit a beam over long distances; therefore, it is desirable to know certain features of the radiation pattern in the radiating far field. Since the conventional procedure is to operate the test antenna in a receiving mode, it is desirable to illuminate the test antenna with a uniform plane wave. The creation of such a wave is a difficult task, however, so one usually resorts to approximation methods.

The conventional procedure for approximating a uniform plane wave is to locate a transmitting antenna at such a distance that the incident wave can be considered to be plane. In an ideal situation in which the transmitter is located $2D^2/\lambda$ away from the test antenna, the spherical wavefront emitted from the transmitter will produce a maximum phase deviation of $\pi/8$ at the edge of the antenna aperture. As mentioned previously, however, there are special situations in which such a phase deviation is too large, and in these cases, distances greater than $2D^2/\lambda$ must be used.

Besides the phase deviation due to the spherical wavefront emitted by the transmitter, other serious problems can arise due to unwanted reflections from the ground and surrounding objects on an antenna range. Normally, one desires to measure free-space patterns which imply a single source of energy reaching the test antenna; however, unwanted reflections from the surroundings can cause measurement errors.

As the separation between the transmitting antenna and test antenna increases, it becomes more difficult to keep unwanted reflections from the ground and surrounding objects below acceptable levels. Also, for very large antennas and for very short wavelengths, the distance to the radiating far field may be so long that it is impractical or impossible to make the measurements on a conventional range. In addition, many antennas cannot be moved from their operating environment to an antenna range, and with some antennas, such as phased arrays, the desired amount of pattern data may require enormous measurement time on a conventional antenna range.

For those and other reasons it often is desirable to determine far-field antenna patterns from measurements made in the radiating near-field region; three basic techniques for accomplishing this have proven to be successful. In the first technique, the aperture phase and amplitude distributions are sampled by a scanning field probe, and then the measured distributions are transformed to the far field. In the second technique, a plane wave that is approximately uniform in amplitude is created by a feed and large reflector in the immediate vicinity of the test antenna. And in the third technique, the test antenna is focused within the radiating near-field region, patterns are recorded at the reduced range, and then the antenna is refocused to infinity.

The above techniques will be presented in more detail in the following three sections, and then all three techniques will be discussed in the concluding remarks.

Transformation of Near-Field Measurement Data to Obtain Far-Field Patterns

**Background**

When antennas are very large or when the final stages of assembly occur at the installation site, the direct measurement of accurate far-field patterns is extremely difficult and often
impossible. Some investigators have resorted to the use of aircraft [5], earth satellites [6], or celestial bodies [7] as a measurement site or source to achieve the required far-field distance for antenna measurements. As an alternative to the direct measurement of far-field patterns, the mathematical transformation of measured near-field data can produce accurate far-field patterns.

Two fundamentally different principles have been applied in attempts to determine far-field antenna patterns from measurements of the near field of an antenna. Initial efforts were inspired by the principle that the complete electromagnetic field configurations surrounding an antenna can be computed if either the current or charge distribution over the antenna structure is known exactly [8]. Thus work centered on accurate measurements of the tangential magnetic $H$ field in very close proximity to the antenna structure [9]–[11]. For aperture antennas, the Huygens-Fresnel Principle [4, ch. 4] was utilized to form an equivalent source from the aperture field distributions. The Huygens-Fresnel Principle states that each point on a given wavefront can be regarded as a secondary source that gives rise to a spherical wavelet. The field at any point exterior to the wavefront can be derived from a superposition of these elementary wavelets. The Equivalence Theorem given by Schelkunoff [12] provides a rigorous mathematical treatment of the Huygens-Fresnel Principle applied to electromagnetic waves.

The second method for determining far-field patterns from near-field measurements is based on expressing the total electromagnetic field in terms of a modal expansion. The amplitudes and phases of these modes can be derived from measurements of the electromagnetic field over an appropriate surface in the near field, for example, a plane surface for a plane-wave expansion or a cylindrical surface for a cylindrical-wave expansion. However, the exact distance of the surface from the antenna is usually not critical. Knowledge of the amplitude and phase of each component in the modal expansion permits a complete description of the radiated field and therefore the far-field radiation pattern.

The following sections describe the two basic methods for determining far-field patterns by transformation of near-field measurement data: 1) direct determination of source distribution from near-field measurements and 2) modal expansion and determination of mode characteristics from near-field measurements. Typical results are presented and advantages and disadvantages of the two methods are identified.

Far-Field Determination from Source Distributions Derived from Near-Field Measurements

Basic Concepts: It can be shown that the complete electric $E$ and magnetic $H$ fields within a given volume can be expressed in terms of the current densities of the sources within the volume and the values of the field itself over the boundaries of the volume. This result is obtained by applying a vector Green’s Theorem to the pair of vector Helmholtz equations representing the electric and magnetic fields in the volume. If the volume of interest is defined to contain no sources and to be bounded by a closed surface $S$ and the sphere at infinity, the $E$ and $H$ fields at a point $P$ within the volume are shown by Silver [4, ch. 9] to be

$$E_p = \frac{1}{4\pi} \int_S \left[ -j\omega \mu (\hat{n} \times H) \psi + (\hat{n} \times E) \right] \times \nabla \psi + (\hat{n} \cdot E) \nabla \psi \, da$$

$$H_p = \frac{1}{4\pi} \int_S \left[ j\omega \varepsilon (\hat{n} \times E) \psi + (\hat{n} \times H) \right] \times \nabla \psi + (\hat{n} \cdot H) \nabla \psi \, da$$

where $\hat{n}$ is the unit normal vector to the surface. The function $\psi$ is the scalar portion of the Green’s function and is given by

$$\psi = \frac{e^{-jkr}}{r}$$

where $k$ is the free space wavenumber and $r$ is the distance from a point on the surface to a field point. The function $\psi$ satisfies the radiation condition with the result that the values of the above surface integrals over the sphere at infinity are zero. Also, all sources are assumed to be enclosed by the surface $S$.

When it is desirable to determine the current or charge distribution on the surface of the antenna rather than the field distribution in an aperture, the closed surface $S$ is assumed to be perfectly conducting and the boundary conditions

$$\hat{n} \times E = 0 \quad \hat{n} \times H = K$$

$$\hat{n} \cdot E = \frac{\rho_s}{\varepsilon} \quad \hat{n} \cdot H = 0$$

are applied, where $K$ is the surface current density and $\rho_s$ is the surface charge density. If, in addition, the equation of continuity relating current density and charge density is utilized, the equations for the $E$ and $H$ fields can be expressed in terms of either current density or charge density alone. In terms of surface current density on the perfectly conducting surface $S$, the electric and magnetic fields at a point $P$ in the volume of interest then can be expressed as

$$E_p = -\frac{j}{4\pi \varepsilon \omega} \int_S \left[ -(K \cdot \nabla + \frac{\varepsilon}{\varepsilon} K) e^{-jk} \right] \frac{e^{-jkr}}{r} \, da$$

$$H_p = \frac{1}{4\pi} \int_S \left[ (K \times \nabla) \frac{e^{-jk}}{r} \right] \, da.$$
3) assuming the electric and magnetic fields are linearly related as in a plane wave;
4) assuming small-angle approximations and thus limiting the angular region for locating the field point.

Approximations of this type should be distinguished from the normal far-field approximations that simplify computation but produce valid results at distances sufficiently far from the source to satisfy far-field conditions discussed in the Introduction.

Near-Field Probing: Investigators of this source distribution method for determination of far-field patterns have concentrated on near-field measurement techniques intended to permit an accurate description of the source amplitude and phase distributions. Richmond and Tice [13] have investigated the desired characteristics for a probe to be suitable for microwave near-field measurements. Their criteria for a suitable probe are the following:

1) Any distortion of the fields by the probe and the associated equipment must not seriously affect the accuracy of the measurement.
2) The aperture of the probe must be small enough to measure essentially the field at a point.
3) The probe must have the desired polarization to a high degree of accuracy.
4) The probe must deliver a signal voltage large enough to permit accurate measurements.

Borts and Wootton [14], [15] have studied the effect of the directivity of the probe on measurements of aperture fields. A variety of probes including shielded loops, tapered waveguides, electric dipoles, and biconical antennas were investigated. Probes of the size of half-wave dipoles or smaller were determined to be necessary for accurate measurements of the field. Probes with more directivity than half-wave dipoles were found to produce large measurement errors. This work was done mainly with field distributions in circular apertures to permit an empirical correction factor developed by Andrews [16] to be used in the calculation of the fields. Andrews interprets his empirical relationship as the result of interference between the primary wave in the aperture and secondary waves from the edge of the aperture. A brief description of aperture edge effects and associated approximations will be given later.

Plossey [17] has shown that under certain conditions, an electric probe can be used for the measurement of surface distributions. In his method, an electric monopole is used to measure the rate of change of electric field to determine the magnetic field and thus the surface current. The accuracy of the method is limited by the approximation of the partial derivative of the tangential electric field with respect to the distance from the conducting surface by the expression

$$\frac{\partial E_{\text{tan}}}{\partial \rho} = \frac{E_{\text{tan}}(\Delta \rho)}{\Delta \rho} \quad (8)$$

where $\Delta \rho$ is the distance of the probe from the conducting surface. A comparison of measured and calculated results indicates that accurate measurements of reflector surface currents with an electric probe can be achieved if probe-reflector distances no greater than $\lambda/20$ are used. An evaluation of errors introduced by interaction between probe and reflector indicated that interaction errors were acceptable for this spacing. The chief source of error appeared to be in the accuracy with which the position of the probe relative to the reflector could be measured.

The most common technique for measuring the magnetic field and thus the source current distribution is the small-loop antenna. Whiteside and King [18] investigated the properties of small circular and square-loop antennas for probes. Results are compared for theoretical calculations and measurements with singularly loaded and doubly loaded loops. It was determined that the diameter of singularly loaded loops must be maintained less than $0.01 \lambda$ to prevent large measurement errors, whereas, doubly loaded loops could achieve comparable accuracy with diameters as large as $0.15 \lambda$.

The open-ended waveguide or small horn is a very useful near-field probe in the microwave region. In contrast to the dipole probe fed by a coaxial cable, these probes require no balun to obtain satisfactory results. Richmond and Tice [13] have investigated the effect of size of waveguide probes on the measurement of phase and amplitude distributions in the near field. Dielectrically filled waveguides covered with absorbing materials were used to obtain small aperture probes. When operating probes at 9.375 GHz ($\lambda = 3.2$ cm), they found that a dielectrically filled open-ended waveguide with dimensions of $0.46$ cm by $1.07$ cm gave essentially the same results as a probe with aperture size $0.36$ cm by $0.71$ cm; whereas, probes with larger apertures gave significantly different results. Good agreement between calculated and measured far-field patterns from a horn were obtained when the smallest aperture probe was used to measure the aperture distribution of the horn for the computation of the far-field pattern. Their results indicate that probe aperture areas less than $\lambda^2/16$ are required for accurate near-field measurements.

Justice and Rumsey [19] have developed a technique for measuring near-field distributions based on detecting the reflected wave from a thin, straight, conducting scatterer placed in the unknown field. Although straightforward in theory, careful attention to instrumentation is required to implement this technique properly. A very carefully matched hybrid is required to achieve the necessary isolation to separate the reflected signal from the transmitted signal. Thus the fine balance required on this hybrid junction makes a very stable frequency source a necessity. Also, care must be taken in choosing the length-to-diameter ratio of the scatterer to discriminate between mutually perpendicular fields. Justice and Rumsey indicate that this technique operated successfully at 3 GHz and at 10 GHz. Richmond and Tice [13] show that when using the scattering technique at 9.375 GHz, a scatterer of length no greater than $0.76$ cm ($\sim \lambda/4$) was required to achieve the same accuracies that can be obtained with small open-ended waveguide probes.

The scattering technique for measurement of near fields has been extended by Cullen, Parr, and Richardson [20], [21] by producing modulation on the scattered fields to make separation of the scattered field from the incident field easier. Hu [22] used two diodes in a small loop of wire, such that the scattered field from the magnetic moment of the loop was modulated but the scattered field due to the electric moment was not modulated. Harrington [23] has shown that the backscattered fields can be greatly enhanced if the scattering object is loaded to produce a resonance. When short dipoles and small loops are loaded to produce resonance, an improvement of the order of 30 dB can be obtained over the scattered field from nonresonant scatterers.

Pattern Computation and Associated Approximations

The computation of far-field patterns from source distributions derived from near-field measurements has its most
TABLE I
Comparison Data of Measured and Calculated Values for Line-Source Antenna
(From Gamara, [27])

<table>
<thead>
<tr>
<th></th>
<th>Measured</th>
<th>Calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half-power beamwidth</td>
<td>3.6°</td>
<td>3.5°</td>
</tr>
<tr>
<td>Tenth-power beamwidth</td>
<td>7.4°</td>
<td>7.0°</td>
</tr>
<tr>
<td>First-order zero right-side location</td>
<td>5.8°</td>
<td>6.15°</td>
</tr>
<tr>
<td>First-order zero left-side location</td>
<td>6.5°</td>
<td>5.9°</td>
</tr>
<tr>
<td>Second-order zero right-side location</td>
<td>10.5°</td>
<td>9.5°</td>
</tr>
<tr>
<td>Second-order zero left-side location</td>
<td>9.5°</td>
<td>9.5°</td>
</tr>
<tr>
<td>First-order sidelobe magnitude right-side location</td>
<td>18.8 dB</td>
<td>21.7 dB</td>
</tr>
<tr>
<td>First-order sidelobe magnitude left-side location</td>
<td>25.7 dB</td>
<td>24.2 dB</td>
</tr>
</tbody>
</table>

useful applications in situations in which either the geometry of the surface of the source can be made very simple as in a line source or the angular region of interest in the far field can be restricted to the main beam and close-in sidelobes. For the case of a line source, the surface integrals in (6) and (7) reduce to line integrals and the $\phi$ component of the magnetic field in the far-field region can be expressed simply as

$$H_\phi = \frac{jk \sin \theta e^{-\beta R}}{4\pi R} \int_{r_1}^{r_2} I(z') e^{ikr' \cos \theta} dz'$$

when the geometry is as shown in Fig. 3 and the following far-field approximations can be applied:

1) the distance $r$, except in the phase term, can be replaced by $R$, the distance from the field point to the origin;
2) the value $1/r$ can be neglected in comparison with $jk$;
3) the directions of $\delta_r$ and $\delta_\phi$ can be considered parallel.

The $\theta$ component of the electric field can be derived from the magnetic field from the expression

$$E_\theta = \frac{k}{\omega c} H_\phi.$$  (10)

The application of (9) and (10) for determining far-field patterns from line sources is covered in many references [4, ch. 3], [24]. Also, Taylor [25], Ecker [26], and others have used the line source computation method to investigate far-field pattern synthesis. Gamara [27] has compared computed and measured far-field patterns from line sources and has analyzed sources of error. He concluded that good agreement can be achieved with relatively unsophisticated measurement equipment. A comparison of beamwidths, sidelobe levels, and null positions for measured and calculated patterns is shown in Table I for Gamara’s line source.

Useful far-field patterns in the main-lobe region can be computed from relatively poor near-field data even for millimeter-wave antennas. A measured far-field pattern and the far-field pattern computed from crude measurements of the source distribution are shown in Fig. 4 for a 4.3-mm wave antenna, a folded geodesic Luneberg lens with a line source length of approximately 58.4 cm. [28]. Good agreement between calculated and measured patterns was achieved to below the $-20$-dB level. Also, the shoulders observed on the measured pattern between the $-20$-dB and $-30$-dB levels were predicted.

If planar apertures such as those that might be encountered in paraboloidal reflectors, horns, or slots are of interest, the source distribution is assumed to exist over a planar aperture in an opaque planar surface extending to infinity in both dimensions (see Fig. 5). For this geometry, (7) can be expressed as

$$E_p = -\frac{1}{4\pi} \int_A \left( \frac{\partial E}{\partial n} - E \frac{\partial \varphi}{\partial n} \right) da + \frac{1}{4\pi} \oint_c \psi(E \times \hat{r}) dl$$

$$+ \frac{1}{4\pi f \omega c} \oint_c \nabla \psi(\hat{r} \cdot H) dl$$  (11)

where $\hat{r}$ is the unit vector along the line integral contour. The magnetic field at $P$ can be given in a similar form. We note that the initial term in (11) represents a surface integral over the aperture distribution whereas the second and third terms involve line contour integrals to account for the discontinuity at the edge of the aperture in the electric and magnetic fields, respectively. Silver [4, ch. 5] argues that for linear polarization and for small angles from the normal to the aperture the two contour integrals approximately cancel. Wootten [14]
Fig. 5. Schematic representation of a planar aperture $A$ in the $x$-$y$ plane, an arbitrary point $p$ in the aperture, and a field point $P$ in the right hemisphere.

shows that Andrews' [16] empirical modification to the surface integral for circular apertures is an attempt to account for the effects of the two contour integrals.

For the assumptions of linear polarization and small angles, the equation for the electric field at a point can be reduced to the scalar integral

$$
\varepsilon_n = -\frac{1}{4\pi} \int_A \left( \psi \frac{\partial \psi}{\partial n} - \varepsilon \frac{\partial \varepsilon}{\partial n} \right) da
$$

(12)

in which the value of the integral is the particular linear component of the electric field at the point. This equation can be recognized as the Kirchhoff diffraction formula that is used in physical optics [29]. For the planar aperture shown in Fig. 5, Silver has reduced the scalar equation to apply for the previously given far-field criteria and to a restricted set of geometrical and field conditions. This scalar formulation of the far field from a planar aperture is given by the integral

$$
\delta(x, y, z) = \frac{j}{\lambda R} \int_A F(\xi, \eta) e^{i k \sin \theta (\cos \phi + \sin \phi \sin \theta)} da
$$

(13)

where the field over the aperture is given by

$$
F(\xi, \eta) = A(\xi, \eta) e^{-ik \psi(\xi, \eta)}
$$

(14)

and $A(\xi, \eta)$ and $\psi(\xi, \eta)$ are the aperture amplitude and phase distributions, respectively.

The restrictions on the utilization of the scalar formulation in (13) have been summarized by Paris [30] as follows:

1) harmonic time variations,
2) linear, homogenous, isotropic, and source-free medium,
3) zero tangential field intensities over the surface area outside the aperture,
4) negligible contributions of the intensities around the boundary of $A$,
5) plane aperture $A$,
6) short wavelengths,
7) $r \gg \lambda / 2\pi$,
8) $\hat{n} \cdot \hat{d}_t = \hat{n} \cdot \hat{d}_n = \cos \theta$,
9) $e^{-ikr/r} = (e^{-ikR/R}) e^{i k \sin \theta (\cos \phi + \sin \phi \sin \theta)}$,
10) incidence of a TEM wave along the normal to the aperture,
11) $1 + \cos \theta = 2$.

Paris has shown that by using the vector formulation for the far field in the diffraction problem more accurate results can be achieved. For this formulation only restrictions 1), 2), 3), and 7) from the previous list apply. Using the same geometry shown in Fig. 3, Paris expresses the electric and magnetic fields in vector form as

$$
E(x, y, z) = \frac{-jk}{4\pi} \int_A \hat{a}_t \times \left( \hat{a}_t \times \frac{(\hat{n} \times H)}{\mu} \right) e^{-ikr} \, da
$$

(15)

$$
H(x, y, z) = \frac{-jk}{4\pi} \int_A \hat{a}_t \times \left( \frac{(\hat{n} \times E)}{\epsilon} \right) e^{-ikr} \, da
$$

(16)

Fig. 6 shows a comparison of measured patterns and computed patterns by the scalar and vector formulations for a pyramidal horn [30]. These data for $E$ and $H$-plane power patterns at 16 GHz indicate that much better agreement between measured and calculated results occurs when the vector formulation is used. Of course, considerably more complicated numerical techniques are necessary to implement the vector equations.

The development of systems for the simultaneous measurement of phase and amplitude of microwave fields has greatly facilitated near-field measurement techniques. Clayton, Hollis, and Teegarden [31] reported in 1961 the use of a microwave phase-amplitude measuring system to determine the near-field distribution of a 30.5-cm paraboloidal antenna operating at 13.5 GHz. They achieved a phase accuracy and stability of $5^\circ$ and amplitude measurements within 0.5 dB.
over a 40-dB dynamic range. The phase and amplitude of the aperture field were measured along H-plane cuts made at intervals of 1.27 cm over a 50.8-cm square located about 25 cm in front of the dish. The near-field probe was a dielectrically loaded waveguide with inside dimensions of 0.57 cm by 0.28 cm.

A principal E-plane pattern was calculated from these data using an analog type Fourier integral computer described by Clayton and Hollis [32]. This computer applies the scalar diffraction integral given in (13) with previously defined approximations for far-field calculations.

A comparison of measured and calculated E-plane patterns for the 30.48-cm paraboloidal antenna is given in Fig. 7. Two measured patterns are shown because the far-field patterns were measured on a temporary range with relatively large unwanted reflections. The antenna was rotated through 180° about its focal axis between measurements of the two patterns as an indication of the interference resulting from range reflections. Very good agreement between the measured and calculated patterns is achieved considering the variation in the two measured patterns due to reflections.

As indicated by the preceding examples, the source distribution method can be used to calculate far-field patterns with acceptable accuracy for the main beam and close-in sidelobes. Probes, near-field positioners, and receiving systems using phase-lock techniques are now available that permit simultaneous phase and amplitude measurements of near fields with greater accuracy than indicated above. With measurement data from such systems, the scalar diffraction integral is adequate for many situations. Although better agreement between measured and calculated results can be achieved with a vector formulation of the diffraction integral, the modal expansion method presented in the next section is superior to both the scalar and vector diffraction integral methods.

**Far-Field Determination by the Modal Expansion Method**

**Basic Concepts:** In the modal expansion method, measured near-field data from an antenna are converted to a summation or spectrum of modes corresponding to wavenumbers in the coordinate system in which the near-field data are measured. The pattern of the probe is also transformed to obtain a modal expansion in terms of wavenumbers. With these data the weighting of the probe pattern on each component of the wavenumber spectrum of the near-field data can be eliminated on a term-by-term basis. This corrected wavenumber spectrum can then be used to obtain the far-field pattern for the test antenna. Thus one of the major difficulties in applying the source distribution method to determine far-field patterns, that of finding an ideal probe for measurement of the source distribution, is eliminated by the modal expansion method.

The modal expansion method is based on the fact that an arbitrary electromagnetic field pattern can be expressed as a linear combination of a set of orthogonal solutions in an appropriate coordinate system. Booker and Clemmow [33] analyzed the concept of a spectrum of plane waves in terms of the relationship between an aperture distribution and the polar antenna pattern. They derived the relationship between the near field of an aperture antenna and the plane-wave expansion and the conditions under which the plane-wave spectrum can be expressed in terms of the far-field polar antenna pattern.

Kerns [34] and Dayhoff [35] have used the plane-wave modal expansion method to eliminate the effects of probe characteristics in determining far-field patterns from near-field measurements. For the special case of no multiple reflections between test antenna and probe, they developed a method to eliminate the effects of the probe characteristics on the calculated far-field pattern. This work utilized a scattering matrix analysis and could be applied to arbitrary an-
tennas and probes if the pattern characteristics of the probe were known.

Joy and Paris [36] have investigated sample spacing criteria and techniques to minimize required near-field measurement data in the determination of far-field patterns from near-field measurements using the plane-wave modal expansion method. Two-dimensional spatial filtering was used to reduce the computations required to calculate far-field patterns. Also, the plane-wave spectrum of near-field data was corrected for the effects of the measurement probe.

A two-dimensional cylindrical-wave modal expansion technique has been investigated by Brown [37], [38] and Jull [38]--[40] and results have been experimentally verified. They treated a cylindrical line source to obtain full 360° patterns around the antenna. However, their work was limited to twodimensional effects for which there is no dependence on the z coordinate. A method for compensating for the effects of the probe was developed and shown to be practical if the wavenumber spectrum of the probe was known.

Leach [41] has developed a new method for determining the far-field pattern of an antenna from probe-compensated near-field measurements over the surface of a right circular cylinder enclosing the antenna. This method is derived by expanding the radiated near field in cylindrical-wave expansions and by using the Lorentz reciprocity theorem to solve for the fields radiated by the antenna. The problem of spatial sampling criteria is also treated for the cylindrical measurement surface and lower bounds are established for the axial and polar angle sample interval on the cylinder.

Jensen [42] has described a method for obtaining a far-field pattern from measurements of the near field over a sphere that encloses the test antenna. A procedure for compensating for the characteristics of the probe is described also, although neither the basic technique nor the compensation method have been tested experimentally. Ludwig [43] uses a spherical-wave expansion as a numerical technique for expressing arbitrary fields specified by analytical, experimental, or numerical data. The application of this technique, however, was for the computation of near-field patterns from far-field data and Ludwig shows comparisons of measured and computed patterns that demonstrate the accuracy of the technique.

James and Longdon [44] have described a method for obtaining the far-field spherical-wave expansion of an arbitrary antenna from measurements of the radial component of the electric and magnetic fields over a sphere enclosing the antenna. A disadvantage of this method is the rapid rate at which the radial fields decrease with distance from the antenna. In addition, the method requires the use of two measurements, one for the electric field and one for the magnetic field. No technique for probe compensation was described in their investigation.

Plane-Wave Expansion: The function known as the wavenumber spectrum for a plane-wave expansion can be derived from the tangential components of the electric field vector E over the plane aperture of interest. Thus if the aperture is located in the plane $z=0$, the plane-wave spectrum can be expressed as

$$A(k_x, k_y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(x, y, 0) \exp[-j(k_x x + k_y y)] dx dy$$ (17)

where $k_x$ and $k_y$ are the wavenumbers in the x and y directions, respectively. As shown by Clemmow [45], the electric field intensity in the charge-free region $z\geq0$ can be represented as

$$E(x, y, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(k_x, k_y) \exp[j(k_x R) \phi - k_y x] \, dk_x dk_y$$ (18)

where

$$R = \sqrt{k_x^2 x^2 + k_y^2 y^2 + k_z^2}, \quad k_z = k_x \cos \phi + k_y \sin \phi$$ (19)

and $k_0 = 2\pi/\lambda$ is the free space wavenumber. Although the evaluation of the integral in (18) may not be possible in the general case, for $k_0 \phi \approx 1$ an asymptotic expansion for the electric field in the far-field region can be derived by the method of steepest descent and represented as

$$E_z(R, \theta, \phi) = \frac{j k \cos \theta e^{-jkzR}}{R} A(k_x z, k_y z)$$ (20)

where the wavenumbers $k_z$ and $k_0$ are the values of $k_x$ and $k_y$ at the saddle point of the integral given in (18). These saddle point values are given by

$$k_z = k_0 \sin \theta \cos \phi$$

$$k_0 = k_0 \sin \theta \sin \phi$$ (21)

Joy and Paris [36] have established the sample spacing criteria for field samples over a rectangular lattice in the plane separated by grid spacings $\Delta x$ and $\Delta y$. If it is known that the plane-wave spectrum is zero for $|k_x| \geq k_{zm}$ and $|k_y| \geq k_{ym}$, where $k_{zm}$ and $k_{ym}$ are positive real numbers, then the electric field can be reconstructed for all points on the plane $z=0$ with grid spacings of $\Delta x = \pi/k_{zm}$ and $\Delta y = \pi/k_{ym}$. If the measurement plane $z=0$ is located in a region which contains no evanescent waves, then the maximum wavenumbers are $k_{zm} = k_{ym} = k_0 = 2\pi/\lambda$. For this case, the minimum sample spacings for the field are $\Delta x = \Delta y = \lambda/2$.

Burns, Joy, and Rodrigue at Georgia Tech have recently completed a comparison of far-field patterns computed by the plane-wave expansion method from near-field measurement data with patterns measured directly on far-field ranges. For this investigation, the test antenna was a 1.22-m paraboloid operated at 5.45 GHz with an azimuth (only) monopulse feed. The near field of the antenna was sampled at spacings of $\lambda/3$ in a plane approximately 10x from the antenna aperture. Measured near-field amplitude and phase distributions for a 128 by 128 matrix of measurement points in a plane parallel to the aperture are shown in Figs. 8 and 9 for the monopulse difference pattern. The near-field phase distribution shows clearly the 180° difference in phase between the two lobes of the difference pattern and also of the circular region corresponding to the collimated beams that is approximately the size of the aperture. The interfering field due to back radiation and diffraction from the feed produces concentric circular ridges in both the phase and amplitude plots.

The near-field data shown in Figs. 8 and 9 were used to compute the far-field difference pattern of the test antenna. Fig. 10 shows a three-dimensional representation of the computed pattern in wavenumber space for an angular sector $\pm 22^\circ$ in azimuth and in elevation. Fig. 11 shows a comparison of the principal azimuth plane pattern calculated by the plane-wave expansion method from near-field data with the pattern from the same plane measured on a far-field range.
Fig. 8. Near-field amplitude distribution for azimuth (only) monopulse antenna. Difference pattern at 5.45 GHz.

Fig. 9. Near-field phase distribution for azimuth (only) monopulse antenna. Difference pattern at 5.45 GHz.

Fig. 10. Computed far-field difference pattern in wavenumber space for azimuth (only) monopulse antenna operating at 5.45 GHz. Along each principal plane ($k_x = 0$ or $k_y = 0$), the angular section is approximately $\pm 22^\circ$. 
Fig. 11. Comparison of measured far-field pattern and computed far-field pattern over a ±20° sector in principal azimuth plane of monopulse difference pattern at 5.45 GHz.

Fig. 12. High-resolution plot of main-beam region of computed far-field pattern in wavenumber space for azimuth (only) monopulse antenna operating at 5.45 GHz. Along each principal plane (θ2 = 0 or θ2 = 0), the angular sector is approximately ±5°.

Computer capacity determines the resolution with which the pattern can be calculated for any given angular sector. If better resolution is required, the pattern can be divided into subsectors and calculations can be made for each subsector separately. For example, Fig. 10 shows a pattern for an angular region of ±22° plotted from a 63 by 63 matrix of computed points. If only the main beam region ±5° from the difference null is of interest, the same number of points can be computed for the reduced sector resulting in increased resolution as shown in Fig. 12.

Recent work at the National Bureau of Standards by Baird, Newell, Wacker, and Kerns [46] also substantiates that very accurate determinations of far-field radiation patterns and gain are possible with the modal expansion method using the plane-wave spectrum technique. Operating at 47.73 GHz over a dynamic range of 45 dB, they investigated the plane-wave spectrum of an open-ended waveguide a standard gain horn, and an electrically large horn-lens antenna. It is their opinion that because of the rigorous theoretical structure and the experimental documentation that the calculated far-field results obtained by applying the modal expansion method to near-field measurements are at least as accurate and as easily obtained as any results of equal completeness that could be obtained from direct far-field measurements.

Cylindrical-Wave Expansion: It can be shown that the cylindrical-wave spectrum of an antenna can be obtained from the output of a probe to measure the tangential electric field on the surface of a right circular cylinder enclosing the antenna. The cylindrical-wave spectrum of the probe can be used to modify the measured results from the test antenna to compensate for the nonideal characteristics of the probe. When the method of steepest descent is applied to approximate the far field of the cylindrical-wave spectrum, Leach [41] shows the result is

\[ E_R = 0 \]

\[ E_\theta = \frac{-j2}{R} \sin \theta \sum_{n=-\infty}^{\infty} j^n b_n (k_0 \cos \theta) e^{jn\phi} \]

\[ E_\phi = \frac{-2}{R} \sum_{n=-\infty}^{\infty} j^n a_n (k_0 \cos \theta) e^{jn\phi} \]  \hspace{1cm} (22)

in which \( a_n \) (\( k_0 \cos \theta \)) and \( b_n \) (\( k_0 \cos \theta \)) are the amplitude weighting functions of the cylindrical-wave vector expansion and \( k_0 \) is the free space wavenumber. As shown by Leach [41], the values of these amplitude weighting functions can be derived from the output of the probe for two orthogonal polarizations and from the sets of cylindrically amplitude weighting functions that represent the radiation pattern of the probe for two orthogonal polarizations. Thus the resulting cylindrical-wave spectrum for the test antenna is determined with compensation for the effects of the probe.

Leach [41] has shown that the sample spacing criteria in azimuth angle \( \phi \) and axial direction \( z \) for near-field measurements on a right cylindrical surface are
\[ \Delta \phi = \frac{\pi}{N} \]  

and

\[ \Delta Z = \frac{\pi}{k_0} \]  

where \( N \) must be chosen as the smallest integer greater than \( k_0 a \) and \( a \) is the radius of the smallest cylinder completely enclosing the antenna.\(^5\) If the value of \( k_0 \) is substituted into the above expressions with \( N = k_0 a \), the sample spacings become

\[ \Delta \phi = \frac{\lambda}{2a} \]  

and

\[ \Delta Z = \frac{\lambda}{2} \]  

Note that the arc length on the cylinder separating adjacent sample points on the smallest cylinder enclosing the antenna is

\[ \Delta S = a \Delta \phi = \frac{\lambda}{2} \]  

Leach constructed a slotted waveguide array as a test antenna for the cylindrical-wave expansion technique. The array of slots was cut into the broad wall of a 43.7-cm length of WR 90 waveguide. Ten slots resonant at 9.68 GHz were located alternately approximately 0.25 cm from the centerline of the guide. For the near-field measurements, the slotted array was mounted vertically and the probe was set at a radius of 30.5 cm from the test antenna. The cylinder was divided into 32 vertical scans of the probe, each separated by 11.25° in the azimuthal angle \( \phi \). The length of each scan on the cylinder was approximately 132 cm.

Fig. 13 shows a comparison of measured and calculated far-field patterns of this test antenna for the cylindrical modal expansion method. Principal plane cuts for both elevation and azimuth patterns are shown. Unfortunately, the measurements of the probe pattern and the near-field measurements from the test antenna were made in an environment in which stray radiation was relatively high. Although good agreement is shown over most angular regions in both principal planes, it is felt that much better agreement would be possible if stray radiation and reflections in the vicinity of the near-field range could be reduced. For all measurements and computed elevation patterns, there was disagreement in the region between 35° and 65°. There appears to be strong evidence that this disagreement can be traced to reflections from the surroundings that occurred during measurements.

Spherical-Wave Expansion: The solutions to the homogeneous vector-wave equations in spherical coordinates are well known and are discussed in detail by Stratton [8, ch. 7]. The vector-wave solutions include the vector-wave functions \( M_{mn} \) and \( N_{mn} \) that are required to describe the complex \( E \) and \( H \) fields of families of transverse-electric (TE) and transverse-magnetic (TM) waves. These vector-wave functions are given in terms of the polar angle \( \theta \), the azimuthal angle \( \phi \), and the radius \( R \) and their associated unit vectors. In addition to the harmonic functions, sine and cosine, the associated Legendre polynomials of the first kind and spherical Bessel functions are necessary to describe the spherical-wave solutions. For the spherical wave to satisfy the radiation condition at infinity, the spherical Bessel functions are restricted to spherical Hankel functions. Potter [47] has investigated the properties of these spherical-wave functions and discusses in detail the approximations that are valid in the various field regions.

Ludwig [43] shows that both the electric and magnetic fields can be expressed as summations of the spherical-wave functions and that the coefficients of these wave functions can be derived from the tangential electric field alone on a sphere of radius \( R_1 > R_0 \). (A sphere of radius \( R_0 \) contains all sources.) In terms of the spherical-wave functions and their coefficients, the fields for \( R > R_1 \) can be expressed as

\[ E(R, \theta, \phi) = - \sum_m \sum_n a_{mn} M_{mn} + b_{mn} N_{mn} \]  

\[ H(R, \theta, \phi) = (i/k\mu_0) \sum_m \sum_n a_{mn} M_{mn} + b_{mn} N_{mn} \]  

where the coefficients \( a_{mn} \) and \( b_{mn} \) are those derived by Ludwig from the tangential electric field on the surface of a sphere. Because all sources were defined to be within the sphere of radius \( R_0 \), spherical waves of order \( n > k R_0 \) will not contribute significantly to the field [47]. Thus the series can be truncated and the coefficients derived for a finite number of terms in the expansion. The expansion can then be developed to express the total electromagnetic field everywhere outside the sphere of radius \( R_0 \).

Only limited experimental verification has been accomplished for the spherical modal expansion. The majority of the
work has been in the development of design techniques for Cassegrainian-fed paraboloids. For this application, the spherical modal expansion method is used to transform far-field patterns of feeds to near-field patterns. The process is essentially the same as for the inverse transformation and is valid if the sphere in the near field is of sufficient radius to preclude the existence of evanescent waves of significant amplitude in the region of the surface of the sphere. In Fig. 14 a comparison of measured and computed near-field patterns made by Ludwig [43] using the spherical modal expansion method is shown. The test antenna was a conical feed horn with a 3-dB beamwidth in both the E and H planes of approximately 1.5°. The near-field radiation of the horn was measured by the Bureau of Standards in a plane about 20.3 cm in front of the aperture. The computed near field by Ludwig shows excellent agreement with the measured pattern.

Modal Expansion Implementations: Of the three geometries in which the modal expansion method has been investigated, the plane-wave spectrum in rectangular coordinates has received the most attention. Currently, most of the very accurate near-field probe positioners are designed to permit movement of the probe in an x-y plane parallel to the aperture of the antenna as shown in Fig. 15. Positioning in the z direction is accomplished by movement of the test antenna. The only significant microwave absorber requirements are in the area of the main beam of the test antenna.

Probing in a cylindrical coordinate system can be accomplished using a near-field probe capable of scanning vertically and a conventional antenna pedestal capable of azimuth rotation. The test antenna is rotated in azimuth by fixed angular increments and at each azimuth position the probe is scanned vertically, the z direction in the cylindrical coordinate system. Accurate measurements in the cylindrical coordinate system require an outdoor range or an anechoic chamber because the main beam is rotated in the measurement procedure and reflections from surroundings will affect the near-field measurements.

A conventional two-angular coordinate antenna positioner could be used to obtain measurements in the near field for the spherical coordinate system. However, as in the cylindrical coordinate system, an anechoic chamber or free-space conditions must be available to reduce reflections. As mentioned previously, only limited experimental results have been obtained using the spherical modal expansion method.

Recent results indicate that the near field of microwave antennas can be measured with sufficient accuracy to produce accurate far-field patterns by application of modal expansion methods. The characteristics of the near-field probes are not critical because they can be eliminated from the final results. In addition, accurate gain determination can be made from the near-field data. Care must be taken in the near-field measurements to minimize reflections from the surroundings and to accurately locate the position of the measurement probe at each sampling point. When low-sidelobe antennas are involved, the near-field measurements must be made over a sufficiently large dynamic range to provide the information necessary to describe these sidelobes.

Compact Ranges

As stated earlier, the testing of microwave antennas usually requires that the antenna be illuminated by a uniform plane electromagnetic wave. In compact ranges, the incident wave is created by a reflector or lens close to the antenna under test.

Fig. 16 is a schematic representation of a compact range which employs a large reflector (designated the range reflector) with feed. The diverging rays from the feed are collimated by
the range reflector, and the test antenna is located in the collimated beam near the reflector. In this manner, far-field results can be obtained.

Background

The advantages of having laboratory methods for measuring antenna patterns indoors were recognized many years ago. Most of the early attempts used lenses as the collimating device, but later attempts used reflectors.

Woonton, Borts, and Carruthers [48] conducted X-band compact-range experiments using metal-plate lenses as collimating devices. Trials with a stepped lens of 35 wavelengths square aperture were not successful, and the failure was attributed to the diffraction effects caused by the steps. An unstepped lens of rectangular aperture 35 by 7 wavelengths proved more successful over a limited angular range; however, the performance of the measurement range was limited by diffraction from the edges of the collimating lens.

The errors arising in the measurement of antenna patterns by means of a collimating lens later were examined theoretically by Woonton, Carruthers, Elliot, and Rigby [49]. They found that the errors can be reduced by increasing the size of the collimating lens, and they predicted that a large lens, 40 wavelengths in diameter, may be used for the precision measurement of the pattern of any radiating aperture of dimensions not less than 10 wavelengths and not more than 20 wavelengths over an angular interval that includes the second sidelobe.

Some experimental investigations were made by Chapman [50] using a solid polystyrene aplanatic lens. The collimating lens was 35 wavelengths in diameter and the two test horns whose patterns were studied had rectangular apertures with a maximum dimension of 15 wavelengths or less. Unfortunately, the indoor measurements showed large errors when compared to outdoor measurements on a far-field range. Reflections at the surface of the collimating lens probably contributed largely to the failure of the indoor range.

In later work, Mentzer [51] used a dielectric lens of low dielectric constant to collimate a beam for measuring radar cross sections of various targets. The lens was 33 wavelengths in diameter, and it was constructed of styrofoam having a dielectric constant of about 1.03. Using material with such a low dielectric constant reduced reflections at the lens surfaces to an acceptable level; however, a large focal length was required \((f/D = 10)\). The use of such a lens reduces the required length of the measurement range, but the long focal length tends to disqualify such a range from being described as "compact."

Some investigations were reported by Crysler [52] in which antenna patterns were measured using a large paraboloidal reflector as the collimating device. Large errors were found, and methods of reducing these were discussed; however, the observations were incomplete and inconclusive.

Kay [53] considered the question of what is the minimum required separation between transmitting and receiving antennas for far-field measurements, and then he explored techniques whereby true far-field patterns may be measured at closer distances. Kay's theoretical considerations led to the conclusion that if the probe (transmitting) antenna has a larger aperture than the antenna under test and the phase and amplitude are uniform over the aperture of the probe antenna and if interaction effects are neglected, then the far-field pattern of the test antenna may be taken at short distances up to physical contact with the probe antenna.

Johnson et al. [54]–[58] later demonstrated that far-field measurements with full-size antennas can be made on indoor compact ranges using reflectors. Two range configurations were constructed; one was a line-source range consisting of a parabolic-cylinder reflector with a large hoghorn [59] feed, and the other was a point-source range consisting of a paraboloidal reflector with a small horn feed.

The line-source range has the advantages of being easy to construct accurately and of producing a pure linear polarization because of the cylindrical reflector; however, there are some serious disadvantages. Such a range, in practice, is limited to a single linear polarization and it is difficult to change frequency bands. To illustrate the latter difficulty, for any large change in frequency it is necessary to alter the physical size of the line-source aperture of the hoghorn in the plane normal to the direction of the reflector focal line. This difficult alteration is necessary to maintain proper illumination over the aperture of the parabolic-cylinder reflector.

The point-source range is much more versatile. The polarization is determined essentially by the characteristics of the feed, and the reflector is useful over a wide band of frequencies. The upper frequency limit is determined by surface deviations (from a true paraboloidal shape), and the lower frequency limit is determined by diffraction effects from the edges of the range reflector. A properly designed and fabricated range should be useful over several waveguide frequency bands.
Fig. 19. Azimuth patterns (H plane) measured on a far-field outdoor range and on a point-source compact range. The antenna was a 76-cm paraboloidal reflector with a horn feed operating at 10 GHz. The gain level at the top of each chart is –15 dB relative to the peak of the main lobe. (a) Outdoor range. (b) Compact range.

Fig. 17 is a photograph of an experimental point-source range. It consists of a 3-m paraboloidal range reflector which is illuminated by an open-ended waveguide surrounded by a pyramidal horn in which the internal walls are lined with absorbing material. This absorbing material reduces wide-angle radiation from the open-waveguide feed. Additional absorbing material is located below the feed to further reduce back radiation and diffraction from the feed supports, and some absorbing material is located around the periphery of the upper half of the reflector to reduce the effects of edge diffraction.

The test antenna shown in Fig. 17 is a 76-cm paraboloidal reflector with an X-band horn feed. Patterns of the test antenna were recorded on the point-source range and then compared with patterns recorded on a far-field outdoor range. A typical comparison of expanded scale patterns is illustrated in Fig. 18, and a typical comparison of 360° patterns is illustrated in Fig. 19. Note the close agreement between patterns recorded on the outdoor and compact ranges.

Design of New Ranges

The experience gained by working with early models of compact ranges makes it possible now to design and fabricate improved ranges. The several problem areas which must be considered in the design of compact ranges are listed below, and they will be discussed in the remainder of this section:

1) direct radiation from the feed,
2) diffraction from feed and supports,
3) diffraction from reflector edges,
4) depolarization,
5) space attenuation from primary feed,
6) interaction between range and test antenna,
feed with low radiation in the direction of the test antenna and by placing high-quality absorbing material in a position to intercept the radiation, as illustrated in Fig. 20.

Diffraction from Feed and Supports: The use of a cut paraboloid with an offset feed greatly reduces the amount of energy incident on the test antenna after being diffracted or scattered by the feed and supports, because the main beam of collimated energy passes above the feed. Such diffracted or scattered energy can be reduced further by locating the test antenna essentially over the feed and by placing absorbing material between the feed and the test antenna.

Diffraction from Reflector Edges: Discontinuities at the edges of the range reflector interrupt the normal flow of currents and produce stray radiation not in phase with the collimated radiation. This stray uncollimated energy can be greatly reduced by "rolling" the edge of the reflector. In effect, this relocates the sharp diffraction edge from the front of the reflector to a less exposed region behind the reflector.

Normally, the larger the radius of curvature (of the roll) the better; however, the size and weight of the reflector increase also, so a practical radius must be selected. By estimating backscatter from cylindrically curved edges with various radii and terminations, Ryan [60] suggested that the radius of curvature be one wavelength or greater at the lowest operating frequency with an arc length of about 180° or greater.

Depolarisation: The primary field radiating from the point-source feed has certain polarization characteristics which depend on the type of feed which is employed; however, when this primary field is reflected by the doubly curved paraboloidal reflector, a cross-polarized component can be generated. The magnitude of the cross component will depend on the reflector geometry, but it will be small near the reflector axis and it will decrease with increasing focal length. Thus for a given aperture, a long focal length is desirable to reduce depolarization effects to an acceptable level.

Space Attenuation: The energy radiating from the feed and traveling toward the range reflector moves with essentially a spherical wavefront. After reflection, the energy is collimated and moves with essentially a plane wavefront.

While the energy is diverging between the feed and the reflector, the power density (in watts per square meter) decreases as the square of the distance from the feed; however, after collimation the power density remains essentially constant. The distance from the focal point to a paraboloidal reflector increases with the angle from the axis. Thus if such a reflector were illuminated by an isotropic source, the collimated beam would have the greatest power density along the axis, and the power density would decrease with distance from the axis.

For a given size reflector (aperture), the space-attenuation effect will decrease with increasing focal length, so it is advantageous to have a long focal length on a compact range. In addition, the feed can be aimed toward the top edge of the reflector so that the taper of the feed pattern tends to nullify the space attenuation.

Fig. 22 illustrates the power-density distribution which was measured by moving a small probe antenna vertically through the test volume of a line-source range, and Fig. 23 illustrates the power-density variation which was measured by moving a small probe antenna axially away from the range reflector of a line-source range. These figures demonstrate that a uniform field intensity can be realized within the test volume of a compact range.

Interaction: When transmitting and receiving antennas
generated by some component of the compact range itself. Another source of stray radiation is energy reflected or scattered by surrounding objects.

Such stray radiation can be reduced by placing absorbing material to intercept spillover radiation from the feed and by locating an absorbing panel behind the test antenna to catch the collimated beam. Other stray radiation, however, will be produced by means such as scattering from the test antenna and its positioner to other parts of the room and then back to the test antenna.

Past experience indicates that there was an ambient stray radiation level of about –50 to –60 dB relative to the collimated energy in the laboratory-type environments which were employed. To reduce the stray radiation below these levels, it may be necessary to isolate the ranges by surrounding them with absorbing material. The size of the enclosure and the amount of absorbing material required to isolate a compact range, however, would be much less than that required for conventional anechoic chambers which are designed to provide a 2D/A range separation.

Surface Tolerances: One of the most critical factors in the design of a compact range is the matter of surface tolerances for the collimating reflector. Small deviations in the fabricated surface can cause undesirable effects in the field incident on the test antenna.

With a perfect collimating reflector, all reflected rays will be parallel and the field incident on the test antenna will have a plane front and a smooth amplitude distribution. Fabrication errors in the reflector, however, will cause a redistribution of directions in which the energy is radiated, and even relatively small errors will cause rays to deviate from paths parallel to the axis. This can result in significant variations in the amplitude distribution in the test region.

A simple schematic representation which illustrates the effects of small surface errors in the collimating reflector is shown in Fig. 24. If the wavefront incident from the right has small deviations from being planar, the rays will not be parallel, and this results in a nonuniform amplitude distribution at some position to the left of the illustrated wavefront. The calculation of field intensities in the test region of a compact range is more complex than indicated here, but Fig. 24 is useful to give one a simple intuitive feeling for problems that can be caused by small deviations in the range reflector.

A deviation of the range reflector can be described in simplified terms as having a shape, a maximum deviation (from the theoretical paraboloid), and a correlation area (size). For example, a deviation might be described as being spherical in
shape with a certain maximum deviation and with a certain
diameter. A detailed analysis of the effects of fabrication errors
in the range reflector of a compact range has not been made; however, we can draw some conclusions from intuitive
reasoning and from approximations.

Suppose, for example, that a range reflector has small devi-
ations which do not exceed about $\lambda/100$. Suppose, in addition,
that the sizes of individual deviations are small—say, less than
a square wavelength. The amplitude of the field at a point in
the test region of the compact range will be the result of in-
tegrating contributions from all parts of the range reflector,
and in this case the errors due to the deviations will tend to
average out, leaving still a fairly uniform amplitude distribu-
tion across the test region. Suppose, on the other hand, that
the sizes of the individual deviations are large—say, com-
parable to the area of the range reflector. In this case, the
effect of the errors will be similar to that of a slightly defocused
reflector, and the amplitude distribution will still be fairly
uniform across the test region.

Deviation of intermediate sizes are more troublesome
than either the small or large ones. The worst situation prob-
ably will be realized when the sizes of the deviations are com-
parable to a Fresnel zone. So in the fabrication of a range reflector, one must control not only the maximum
deviations from the desired surface but also the areas over
which the deviations are allowed to extend.

To better understand the effects of fabrication errors,
Clayton [61] has approximated the change in amplitude at an
observation point on the axis of a paraboloidal reflector due
to a dimple centered on the axis and having a parabolic-
shaped deviation error over one Fresnel zone. By integrating
the contributions to the field over the dimple, he predicts that
the fractional change in amplitude at the observation point
will be $8\Delta/\lambda$, where $\Delta$ is the maximum deviation of the reflec-
tor and $\lambda$ is the wavelength. This expression predicts a $\frac{1}{2}$-dB
power change at the observation point for a maximum surface
development of only 0.007$\lambda$.

The above approximation indicates that the range reflector
must be fabricated with great care—particularly in the area in
front of the test region, but the tolerance can be relaxed some-
what toward the edges of the range reflector. If the range reflec-
tor is constructed with sufficient accuracy, good results
can be obtained with a compact range.

Applications

Compact ranges can be used for most applications in which
the device under test must be illuminated by a uniform plane
wave. Such applications include antenna pattern measure-
ments, gain comparisons, boresight measurements [62], radar
reflectivity measurements, and more recently, illumination of
animals and humans to study biological effects of microwave
radiation [63]–[65].

The chief advantage of compact ranges is the small size.
In research and development activities, a compact range
2 can be located in a laboratory near the design engineers. In manu-
facturing or rework facilities, a compact range can be located
near the end of an assembly line. In both of these applications,
the range can be located indoors where it will not be subject to
adverse weather conditions. In addition, if testing must be
performed in a bad electromagnetic environment, the compact
range can be located in an absorber lined screen room free
from outside interfering signals.

Fig. 25. Calculated infinite range patterns of a typical paraboloid
focused at the indicated ranges.

Compact ranges are relatively new devices, and com-
mercial models are just now being developed. It is felt that such
ranges will prove very useful for many applications in the
future.

Pattern Measurements with Antennas
Focused at Less Than $2D/\lambda$

In the preceding sections two different methods were de-
scribed for determining far-zone radiation patterns of narrow-
beam antennas by measurements made in the regions of the
apertures of the antennas. In this section the discussion will be
directed toward making simulated far-field pattern measure-
ments at test separations which are generally less than
$2D/\lambda$, but removed from the region of the aperture itself.
The measurements are made with the antenna under test fo-
cused to produce optimum radiation patterns at the test
distance. The antenna is then refocused at infinity, and the
patterns which are measured at the test distance are assumed
to describe the far-field patterns of the refocused antenna
within some range of error.

The need for refocusing after testing at short ranges is evi-
dent from Fig. 25, which presents calculated infinite range
patterns of a typical paraboloidal antenna ($f/D = 0.375$
which was focused at five test separations from $R = D/4\lambda$
to $\infty$. The aperture illumination was assumed to be circularly
symmetric and of the form

$$f(r) = 0.316 + 0.684 \cos^2 \left(\frac{\pi r}{2}\right), \quad 0.1 \leq r \leq 1$$

$$f(r) = 0, \quad 0.1 > r > 1$$

where $r$ is the normalized radius. This illumination represents
a 10-dB edge taper with aperture blockage over the inner 10
percent of the radius. It will be observed that even at a test
separation of $2D/\lambda$, there is significant sidelobe distortion,
especially in the depth of the first null. In Fig. 26 measured
patterns are presented of a 9.14-m diameter paraboloid
($f/D = 0.41$) focused at $5D/6\lambda$ and then refocused at infinity
to simulate the pattern distortion which would occur at in-
finite range without refocusing. It will be observed that there is a significant difference between the near-in sidelobes of the two patterns. It is also of interest to note that the farther-out sidelobes are relatively insensitive to the change in focal position of the feed. This is typical sidelobe behavior for small axial feed displacement. It is in keeping with predictions of aperture theory.

The technique of focusing at a short range applies to paraboloids or lenses which can be focused by axial positioning of the feed, linear arrays which can be physically bent along a circular arc of radius equal to the test distance [66], and to electronically phased arrays whose element phasing can be altered to provide focusing at the test distance [67], [68]. It also applies to antennas with parabolic-cylinder reflectors and line-source feeds [3, pp. 40–46] and to planar arrays which can be physically deformed to focus the array at the test distance. If focusing of an extended aperture is accomplished in only one plane, patterns can be made only in the plane of focus, and the gain of the antenna will be reduced from the far-field gain because of the aperture phase error in the orthogonal plane.

Ricardi reported on the near-field characteristics of a linear array [67] with references to the prior literature. Scharman and August [68] investigated theoretically and experimentally the focusing properties of a planar phased array which could be focused electronically at distances as small as one aperture size. Fig. 27, from Scharman and August [68], is a comparison of a far-field pattern with a near-field pattern of a C-band space-fed array of 1721 elements arranged in an ellipse approximately 2.5 by 1.5 m along the major and minor axes. The far-field pattern was made at a separation of 305 m (\(\sim 8D^2/\lambda\)), and the near-field pattern was made at a separation of 3.65 m; note that the patterns compare closely. Ricardi had previously shown that the gains for linear focused arrays were identical to the far-field gain for ranges as close as about one aperture length [67]. Scharman and August reported agreement between gain measured at near-field ranges of 3.65 and 11 m with the far-field gain within a few tenths of a decibel.

The following discussions will be directed primarily toward focusing of paraboloids. Unlike electronically scanned arrays, which can be focused at short ranges without phase error except for digital roundoff error, paraboloids cannot be focused at close distances without introducing aberrations. In measurements of paraboloids at close distances the investigator is faced with at least the following questions: at how close a dis-
distance measurements can be made without excessive error; what error is introduced by measuring at close distances; and what axial movement of the feed is required?

The problem of focusing paraboloids at small distances will be approached from the viewpoints of geometrical optics and physical optics. The geometrical optics approach was originally reported by Moseley [69] and by Cheng and Moseley [70]. They published an equation and curves for the required axial movement of the feed. We will examine the values of feed movement predicted by Cheng and Moseley. Then we will consider the degree of pattern distortion introduced by measurement at close distances, the minimum feasible separation between antenna under test and source antenna, and the effect of the source antenna. Investigation of these effects requires application of physical optics; however, we will review the geometrical optics approach first.

**Geometrical Optics Approach**

The geometry relating to the focusing problems is given in Fig. 28. The reflector is assumed to be paraboloidal and the primary feed is initially assumed to be located with its phase center at \( F \), the focal point of the paraboloid. It is assumed that the phase fronts of the wave emanating from the feed are spherical over the angular region subtended by the reflector so that a true phase center exists. Under these assumptions and assuming that geometrical optics applies, rays reflected from the paraboloid are parallel to the \( s \) axis, and the reflector is said to be focused at infinity. As the feed is moved axially away from the reflector through a distance \( \epsilon \) to \( F' \), the reflected rays tend to focus at some point \( F'' \) on the \( s \) axis. Some aberration must now exist, however, since an ellipsoidal reflector would be required to produce aberration-free focusing at a finite range. For an ellipsoidal reflector with foci at \( F' \) and \( F'' \), all path lengths from \( F' \) to \( F'' \) via the reflecting surface would be identical. It therefore follows that a paraboloid, whose surface necessarily deviates from that of an ellipsoid, must exhibit some phase error over its aperture relative to the phase which would be exhibited by the ellipsoid.

For a given reflector diameter \( D \) the phase error increases as \( OF'' \) decreases, as the \( f/D \) ratio of the reflector decreases, and as the frequency increases. When the phase error caused by focusing becomes excessive, patterns measured at separations \( OF'' \) between the antenna under test at \( O \) and a source antenna located at \( F'' \) will differ significantly from the infinite range pattern which the antenna exhibits when the feed is at \( F \). The magnitude of the residual phase error will be discussed later in this section.

Fig. 29 presents graphs of the calculated residual phase error of paraboloids focused under this criterion at finite separations \( R \) as a function of normalized radius. The \( f/D \) ratio of the paraboloid is the parameter. The phase error is normalized to the phase deviation of the respective field patterns at the periphery of the aperture and the center of the aperture with the separation between the source antenna and the antenna under test equal to \( R \) and the test antenna focused at infinity. These curves were made using geometrical optics to calculate the aperture field but without approximations in the focusing geometry [71]. They agree closely with the Cheng–Moseley approximation and apply with small error to ratios of \( R/D \) as small as 2 or 3.

Cheng and Moseley derived an approximate expression for

---

4 In this discussion the term "source antenna" will be used to describe the antenna at the opposite end of the antenna test range. For convenience, this term will be used whether the antenna under test transmits or receives, even though the "source antenna" is more properly called a "sampling" antenna in the former case.

Fig. 28. Paraboloidal reflector focusing geometry.

Fig. 29. Calculated residual phase error of paraboloids operated at focus distance. Unity phase error corresponds to \( \pi D^2/4AR \) radians. (a) Phase error as a function of radius. (b) Maximum phase error as a function of \( f/D \) ratio.
$\varepsilon$ and published a set of graphs which relate $\varepsilon$ to separation between the antenna under test and the source antenna [70] based on the approximation

$$\varepsilon = \frac{1}{n} \left[ \left( \frac{f}{D} \right)^2 + \left( \frac{1}{4} \right)^2 \right]$$  \hspace{1cm} (33)

where $n = n_0 / D^2$. The ratio $\varepsilon / \lambda$ was presented as a function of $n$ over the range of $R = 0.2D^3 / \lambda$ to $50D^3 / \lambda$, with the $f/D$ ratio of the antenna under test as a parameter.

It should be noted that although Cheng and Moseley graphed $\varepsilon / \lambda$ as an implicit function of $\lambda$ through $n$, since $\varepsilon$ is derived on the basis of geometrical optics, it is not a function of $\lambda$. This is reflected in the following expression from which (33) was derived.

$$\varepsilon = \frac{1}{R} \left[ f^2 + \left( \frac{D^2}{4} \right)^2 \right].$$  \hspace{1cm} (34)

This equation is an approximation, but it has extremely small error and can be used for calculation of $\varepsilon$ for almost all refocusing problems. It is instructive to compare (34) with an exact expression for $\varepsilon$ using a digital computer to obtain an iterative solution [71]. For this purpose it is convenient to express (34) in the form

$$\frac{\varepsilon R}{f^2} = 1 + \left( \frac{D}{f} \right)^2.$$  \hspace{1cm} (35)

The comparison is shown in Fig. 30. The heavy curve represents both the iterative solution for $R \geq 100$ and the solution to (33). It shows that the error in (34) or (35) vanishes as $R/D$ approaches infinity. The error in the approximation is not of great importance when it represents a small phase error. For $R = D^3 / 2 \lambda$ a 10-percent error in $\varepsilon$ represents a 9° phase error. As one anticipates focusing at smaller multiples of $D^3 / \lambda$, especially for antennas with larger $f/D$ ratios, he must be more concerned about the error in refocusing.

Cheng in 1956 [72] and 1957 [73] reported additional investigations into the focusing of antennas for simulation of far-field radiation patterns in the near field. Cheng proposed three different methods for determining $\varepsilon$, and designated the three methods: the geometrical optics approach, the aperture phase approach, and the ellipsoidal reflector approach. He reported an inconsistency in the values of $\varepsilon$ predicted by the three approaches. In 1971 Chu [74] commented on the inconsistency among the earlier results of Cheng. Chu showed that the inconsistency between the geometrical optics approach and the ellipsoidal reflector approach resulted because Cheng had matched the paraboloid with an "equivalent" ellipsoid only at the apex in the latter approach. He further pointed out that if the ellipsoidal and paraboloidal reflectors are made coincident at both the apex and the periphery, the ellipsoidal reflector approach reduces identically to the geometrical optics approach.

**Physical Optics Approach**

In the following paragraphs the value of $\varepsilon$, derived in the previous section using geometrical optics, will be related to its effect on the measured antenna pattern.

Cheng and Moseley [70] used minimum 3-dB beamwidth as a criterion of focus and found that the value of $\varepsilon$ determined by this criterion for an assumed radial amplitude distribution of the form $F(r) = [1 - 2r/D]^2$ was the same as that given by the geometrical optics approach. Calculations using the assumed aperture illumination of (30) made in connection with the present paper showed maximum gain for a value of $\varepsilon$ which was 1 or 2 percent less than the value predicted by the geometrical optics approach.

Unfortunately, minimum beamwidth and maximum gain are both difficult to measure. In practice the criterion of focus probably used more than any other is the depth of the null between the first sidelobe and the main beam. We will employ this as the criterion of focus in the following discussion.

Although null depth is a sensitive indicator of focus, one has to recognize that the phasor addition of relatively small extraneous signals to the direct path signal can affect the accuracy of focusing regardless of the criterion employed. This is particularly true for antennas with a high percentage of aperture blockage. Multiple-bounce reflections between the feed-support structure and reflector can add to the radiated field to affect the gain, 3-dB beamwidth, sidelobe structure, and null positions. If such an antenna is focused at short range, the phase of the multiple-path energy will change compared with the phase when the feed is at the true focus, and can give a distorted presentation of the radiation characteristics. The following discussion relates to antennas in which such effects are minor. This includes a large fraction of antennas with gains above about 40 dB.

Calculations were made for the aperture illumination represented by (30) and for the same $f/D$ ratio. Patterns were calculated by Fourier transformation of the aperture field for separations from $R = D^3 / 16 \lambda$ to $\infty$ and for various values of axial feed position. The feed position is given by $\varepsilon \kappa$, where $\varepsilon$ is the axial displacement predicted by the geometrical optics formulation represented by the curves of Fig. 30. The axial position is varied by letting $\kappa$ vary between zero and unity. In these calculations it was found that the deepest nulls occurred for values of $\kappa$ between 0.92 and 0.93 for all separations between $R = 2D^3 / \lambda$ and $R = D^3 / 16 \lambda$.

Fig. 31 shows calculated patterns for $R = D^3 / 8 \lambda$. Maximum null depth was found to occur at a value of $\kappa$ near 0.925. The pattern for this value of $\kappa$ is compared with the pattern for
Fig. 31. Calculated principal-plane patterns of paraboloid operated at $D/8\lambda$ with feed position given by $k\epsilon$. Maximum null depth occurs for $k = 0.925$.

Fig. 32. Residual phase error of paraboloid focused at $D/8\lambda$ with feed position given by $0.925 \epsilon$. See Fig. 33 for gain data.

$k = 1$. Fig. 32 is a graph of residual phase error as a function of radius for $k = 0.925$ for the $f/D$ ratio of 0.375 employed in the calculations. Although these calculations were made with a theoretically perfect paraboloidal reflecting surface and with a specific aperture illumination, we believe that some value of $k$ between 0.9 and 0.95 is a better value than unity for antennas with typical aperture illuminations.

**Comments on Minimum Separation**

Fig. 33 is a set of calculated patterns for an antenna under the previously assumed conditions, focused and tested from $R = 2D/\lambda$ down to $R = D/16\lambda$. The pattern at $R = 2D/\lambda$ is virtually identical with the infinite separation pattern. The sidelobes are seen to deviate significantly from those of the long-range patterns as the separation is decreased. Patterns were calculated for aperture diameters of 1000\lambda and 100\lambda so that the ratio of test separation to diameter changed from 62.5 to 6.25 at $R = D^2/16\lambda$. The patterns differed only slightly for the two cases. It is evident from Fig. 33 that, as the test range is decreased from $2D^2/\lambda$, there is a progressive deviation of the measured patterns from the pattern which would be obtained if the measurements were made at $2D^2/\lambda$ or greater. Patterns calculated for an $f/D$ ratio of 0.25 show similar character except that a given distortion occurs at slightly less than twice the separation that it occurs for a 0.375 $f/D$ ratio.

---

This result can be deduced from Fig. 29(b), which shows that the phase error for an $f/D$ ratio of 0.25 at a given separation is almost twice that for the 0.375 ratio. These patterns are shown normalized to the same maximum gain level for ease of comparing sidelobe distortion. The gain degradation as a function of $R$ is shown on the figure.

Fig. 34 presents a comparison of measured principal-plane patterns of a 1.83-m diameter paraboloid with an $f/D$ ratio of 0.382, tested at a frequency of 7 GHz and focused at separations of $D^2/8\lambda$ and at $4D^2/\lambda$. The ratio of $R/D$ at $D^2/8\lambda$ was 5.32 and the separation was 9.74 m. The calculated source antenna diameter for an aperture taper of $\frac{1}{4}$ dB at the reduced separation was 8.45 cm using the criterion developed in the next section. The actual source was a 3.2-cm by 4.3-cm waveguide horn. At the larger separation the source antenna was a 1.83-m diameter paraboloid.

In these measurements the general sidelobe character predicted in Fig. 33 can be observed. A crude attempt to refocus this antenna to the longer range of $4D^2/\lambda$ was made, and the resulting pattern is shown in Fig. 34(c). The calculated value of $\epsilon$ from Fig. 30, modified by the factor 0.925 and corrected to the larger separation of $4D^2/\lambda$ was 6.53 cm. The value of $\epsilon$ determined experimentally was 5.67 cm. The axial motion represented by the difference between the calculated and experimental values of $\epsilon$ represents a phase error of about 45°. This would correspond to the infinite-range phase error for an antenna which was focused at $D^2/\lambda$ without refocusing. It is to be emphasized that this crude measurement serves only to illustrate the general validity of the method and problems encountered at small separations. Much additional work is required to permit quantitative assessment of the problems of focusing at ranges as small as $D^2/8\lambda$.

The pattern asymmetry in Fig. 34(c) results because the feed support did not provide for precise axial adjustment of the feed without lateral motion. The requirement for precise axial feed movement presents a problem if the antenna under test has pointing accuracy requirements, and this problem poses one of the major limitations in testing at small separations. When testing at separations of $D^2/2\lambda$ or greater, the main lobe is sufficiently well formed after refocusing to infinity that a check on the pointing angle can usually be made after refocusing. For extremely small ranges, broadening of...
Fig. 34. Measured principal-plane patterns of 1.83-m diameter paraboloid with 0.382 \( f/D \) ratio at 7 GHz. (a) Focused and tested at \( 4D/\lambda \). (b) Focused and tested at \( D/\lambda \). (c) Tested at \( 4D/\lambda \) after refocusing from \( D/\lambda \) by movement of feed through calculated distance. Pattern asymmetry in (c) results because feed was not moved precisely in an axial direction.
the main lobe after refocusing (see Fig. 25) makes determination of the true pointing angle difficult. Monopulse and lobing antennas pose even more stringent problems than pencil-beam antennas because the angular accuracy requirements are usually much higher. Symmetry considerations show that antennas which exhibit perfect mirror symmetry about the bore-sight axis can be borsighted at close separations after refocusing to infinity, but analyses of individual problems are necessary for assessment of such errors where extreme precision is required.

An additional problem in testing at small separations is that the antenna under test is never identically paraboloidal, and often one of the purposes of pattern measurements is to evaluate the character of the reflector surface. If independent measurements are made which determine that the reflecting surface is paraboloidal within a negligible error, then focused measurements can be accomplished at quite small separations. If the character of the surface is unknown, a greater separation must be employed to insure a minimum performance in the radiating far field.

As an illustration of this point, suppose that an antenna is to be tested at a range of $D^3/8\lambda$. Let the surface actually be ellipsoidal when it is supposed to be paraboloidal and let the larger focal length, $F'$ in Fig. 28, of the ellipsoid be $D^3/8\lambda$. Patterns measured at this separation will appear to be well focused when the feed is at $F'$ and, in fact, the patterns will be aberration-free. When the reflector is subsequently focused at infinity by moving the feed to $F$, the far-field patterns will contain significant distortion and increase in sidelobe levels from those expected.

One might counter that the aberration-free patterns measured at $D^3/8\lambda$ would lead to the conclusion that the reflector is ellipsoidal and would give a clue to the lack of validity of the measurement. Suppose, however, that the long focal length of the ellipsoid is $D^3/16\lambda$. The patterns measured at $D^3/8\lambda$ will now appear normally perturbed, but the far-field aberrations will be even more pronounced. Further, a distorted reflector is not likely to be ellipsoidal, but will likely have some shape which will produce an unidentifiable pattern distortion.

It is suggested that in general for antennas with $f/D$ ratios of 0.35 or greater, unless extreme precision is required in measurements of pointing angle and maximum sidelobe levels, a separation as small as $D^3/2\lambda$ appears acceptable if some small departure from optimum gain after refocusing is allowable, even if the reflector surface characteristics are not known from other measurements. Quantitative determination of the gain reduction due to the residual phase error is beyond the scope of this paper. A minimum separation of $D^3/4\lambda$ appears practicable if documentation of sidelobe characteristics is not required. A separation of $D^3/8\lambda$ must be considered risky if good far-field focusing is required. For smaller $f/D$ ratios the minimum range criteria should be increased to limit the residual aperture phase error to an equivalent value, as indicated in Fig. 29(b).

Effect of the Source Antenna

The values of $\epsilon$ calculated by Cheng and Moseley and by Chu are based on the assumption that the source antenna is a hypothetical point source. We will consider here the effect of a directive source antenna.

At first inspection it would appear that the value of $\epsilon$ for the case of a directive source antenna might be significantly different from that for the point source case. This is because of the nonzero aperture size of the source, requiring integrations over the apertures of both the antenna under test and the source, Fig. 35, to calculate the power transfer between the two antennas. Kay [53] and others have shown, however, from reciprocity considerations, that the effect of the integration over the source antenna can be represented with small error by an apparent modification of the amplitude and phase of the field which would exist on transmission over the aperture of the antenna under test. This approach simplifies the calculations and permits a direct assessment of the effect of the directivity of the source antenna on $\epsilon$.

Let the antenna under test be focused at range $R$ by adjusting for deep nulls between the main lobe and first sidelobes. The value of $\epsilon$ through which the feed should be moved to achieve focus at infinity is that determined in the previous section.

Now let the radiation pattern be measured by a directive source antenna $A'$, which produces a normalized field variation over the test aperture on the $y$ axis when given by

$$\vec{E} = g(\xi, \eta)e^{j(\gamma L, y)}$$

(36)

where $g(0, 0) = 1$ and $\gamma(0, 0) = 0$. It can be shown that over the region of solid angle near the $y$ axis, the radiation pattern of the antenna under test will be approximated closely by (13), but with its integrand multiplied by $\vec{E}$. If $\vec{E}$ is nearly equal to unity, then the patterns are virtually identical for a given axial position of the primary feed. Over angular regions farther removed from the axis the approximation is still closer than that represented by (36) because the projection of the aperture on the incoming wave is maximum when the direction of propagation from the source antenna is along the $y$ axis, and hence $\vec{E}$ has maximum variation from unity.

It can be shown that, if the directivity of the source antenna is such that the field at the periphery of the test aperture varies less than $\frac{1}{2}$ dB from the field at the center, the amplitude function $g(\xi, \eta)$ in (36) is sufficiently near unity in this context. Calculated values of the phase deviation $\gamma$ within the $\frac{1}{2}$-dB contour of a typical paraboloid as a function of the axial position of its feed are presented in Fig. 36. It can be seen that even for a grossly defocused source antenna the maximum value of $\gamma$ is less than $3^\circ$ even within the $\frac{1}{2}$-dB contour and is negligible within the $1$-dB contour. Thus $\vec{E}$ can be easily made to approach unity closely enough over the test aperture for the pattern measured with a directive source to be virtually identical with that measured using a hypothetical point source. Since the patterns are nearly identical, a single
Fig. 36. Phase deviation from spherical phase front over test aperture caused by indicated defocusing of source antenna. The defocus phase error of the source antenna indicates the maximum deviation of the source-aperture phase front from planar.

value of feed movement \( \epsilon \) applies to the two cases with negligible error.

As the test separation decreases it is necessary to decrease the directivity of the source antenna correspondingly to prevent the amplitude taper of the illumination over the test aperture from becoming excessive. It can be shown that the maximum diameter \( D_s \) of the source antenna for a \( \frac{1}{2} \)-dB taper over the test aperture can be approximated by

\[
D_s = 0.37kD_t
\]  

where the test separation is \( kD^2/\lambda \) and \( D_t \) is the diameter of the test aperture [75].

Measurements of Dual-Reflector Antennas

Dual-reflector antennas can be broken into two classes, Cassegrain and shaped reflector. The Cassegrain antenna employs a concave paraboloidal main reflector and a convex hyperboloidal subreflector [76]. It is so named because it is derived from the Cassegrain telescope. The Gregorian antenna, derived from the Gregorian telescope, is similar to the Cassegrain type except that the subreflector is a concave ellipse. Since the basic equations for the Cassegrain also apply to the Gregorian, the latter is often considered a subclass of the former and the term "Cassegrain" is assumed to apply to both types. This will be done here.

Shaped dual-reflector antennas [77] are axially symmetric antennas which are similar to the Cassegrain types except that the configurations of the reflector and subreflector are modified to provide a desired amplitude distribution while maintaining constant phase over the aperture of the secondary reflector, usually to increase the aperture efficiency.

It is well known that the performance of a Cassegrain antenna of a given focal length is determined by the performance of an equivalent paraboloid whose focal length is determined by mirroring the main reflector in the subreflector as seen from the feed [76]. This equivalence applies to the aperture distribution, coma, and cross-polarization characteristics. It also applies to the depth of focus, that is, the axial movement of the primary feed required to produce a given phase error. The equivalence applies, however, only to relatively small movements of the feed. Cassegrain antennas are usually designed to have long equivalent focal lengths, typically greater than 2. When such a Cassegrain antenna is to be focused at close range, the required axial feed movement usually becomes so large that the equivalent paraboloid concept does not apply. In addition, the illumination of the subreflector by the primary feed tends to be altered excessively. It is well known, however, that the focus is much more sensitive to axial movement of the subreflector than to movement of the primary feed [76]. These factors, in addition to the fact that it is usually difficult to move the primary feed, make it more practical to accomplish focusing at short range by movement of only the subreflector. The subreflector is moved toward the main reflector to refocus to infinity.

It has been calculated by Cloete [78] that the required movement \( \epsilon \) of the subreflector for a given main reflector \( f/D \) ratio and source separation \( R/D \) is within 3 percent of the value predicted for a prime focus reflector with the same \( f/D \) ratio. The calculated value of subreflector movement is essentially independent of the magnification. Hollis and Lyon [79] found that the residual aperture phase error due to focusing at a distance of \( 0.42D^2/\lambda \) was essentially the same as that indicated in Fig. 29(b) for a paraboloid having the \( f/D \) ratio of the main reflector. It should be emphasized that the \( f/D \) ratio in Fig. 29(b) is that of the main reflector, not the equivalent \( f/D \) ratio.

In the case of the typical Cassegrain antenna with a large depth of focus, if the phase center of the primary feed is known to reasonable accuracy, it can be located at the nominal focal point of the hyperboloid. The phase center of the primary feed must be known to an accuracy which is consistent with the depth of focus of the Cassegrain antenna. Fortunately, the depth of focus and the uncertainty in determining the axial position of the phase center increase together.

It is important that care be exercised to insure that only axial motion of the subreflector occurs since the beam direction and tilt are sensitive to lateral motion and angular misalignment of the subreflector. After the required refocusing has been accomplished, beam direction and pattern symmetry should be checked at the reduced range, as was discussed for prime-focus antennas.

Claydon [80] has investigated analytically the focusing characteristics of 3 shaped dual-reflector antennas, each with a main reflector diameter of 400 wavelengths. He defines an apparent focal length as the distance from the vertex of the main reflector to the intersection of a line joining the extremities of the two reflectors with the axis of rotation. He presents curves of the aperture phase deviation as a function of aperture radius for three values of axial movement of the subreflector and the feed as parameters for an apparent \( f/D \) ratio of 0.31 and an apparent magnification of approximately 4.5.

One can conclude from the results of Claydon that, like the Cassegrain antenna, focusing a shaped dual-reflector antenna with large magnification is more practicable by displacement of the subreflector than by displacement of the primary feed. Analysis of the Claydon data shows that the required axial movement of the subreflector for an apparent \( f/D \) ratio of 0.31 and aperture diameter of 400\( \lambda \) for focusing at \( R = 0.42D^2/\lambda \) was 0.33\( \lambda \); see Fig. 37. This compares with 0.38\( \lambda \) for a prime focus antenna of the same focal length. The maximum value of the residual aperture phase error due to focusing at this distance is essentially that indicated in Fig. 29(b) for a paraboloid with focal length equal to the apparent focal length as defined by Claydon. The phase error as a function of radius appears to have similar character to that of Fig. 29(a), but with a slightly different distribution near the center of the aperture.
The Claydon data further indicate that the residual aperture phase error for a feed-horn displacement which would focus the shaped dual-reflector antenna at 0.42D/λ was greater by a factor of about 2 than that for the subreflector movement which would cause focusing at the same range. The feed-horn displacement for focusing at this range employing the criterion of equal phases at the center and periphery of the aperture was approximately 5λ. This is the same as that predicted by (33).

**Concluding Remarks**

The body of this paper has been concerned primarily with three fundamentally different techniques for determining antenna far-field patterns from measurements made within the radiating near-field region. Each technique has individual advantages and limitations, and these features determine whether a technique is suitable for a particular application. However, when properly employed, each technique can be used with confidence to determine far-field patterns without requiring far-field separations between test and measurement antennas.

The first technique, in which the field near the antenna aperture is sampled with a scanning probe, requires an accurate probe positioner to permit sampling of the near field at known positions. The near-field data must be stored, and a digital computer is needed to transform the near-field data into far-field patterns. Although very accurate near-field measurements are required, a complete radiation pattern over a solid angle can be calculated—not merely a few cuts through the pattern. This is a very valuable feature, for example, when one must be assured that no extraneous sidelobes above a certain level exist within a certain solid angle. An enormous amount of measurement time on a far-field range could be required to make a similar solid-angle pattern using conventional techniques. Another important advantage of this near-field technique is that the field probe can be taken to the test antenna in some cases when the antenna cannot be removed from its operating environment.

The second technique, in which an incident plane wave is created near the test antenna by a compact range, requires an accurate range reflector and feed. Otherwise, the instrumenta-
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